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[1] Most estimates of the global mean indirect effect of anthropogenic aerosol on the
Earth's energy balance are from simulations by global models of the aerosol lifecycle
coupled with global models of clouds and the hydrologic cycle. Extremely simple models
have been developed for integrated assessment models, but lack the flexibility to distinguish
between primary and secondary sources of aerosol. Here a simple but more physically based
model expresses the aerosol indirect effect (AIE) using analytic representations of cloud and
aerosol distributions and processes. Although the simple model is able to produce estimates
of AIEs that are comparable to those from some global aerosol models using the same global
mean aerosol properties, the estimates by the simple model are sensitive to preindustrial
cloud condensation nuclei concentration, preindustrial accumulation mode radius, width of
the accumulation mode, size of primary particles, cloud thickness, primary and secondary
anthropogenic emissions, the fraction of the secondary anthropogenic emissions that
accumulates on the coarse mode, the fraction of the secondary mass that forms new
particles, and the sensitivity of liquid water path to droplet number concentration. Estimates
of present-day AIEs as low as �5 W m�2 and as high as �0.3 W m�2 are obtained for
plausible sets of parameter values. Estimates are surprisingly linear in emissions. The
estimates depend on parameter values in ways that are consistent with results from detailed
global aerosol-climate simulation models, which adds to understanding of the dependence
on AIE uncertainty on uncertainty in parameter values.
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1. Introduction

[2] The number of aerosol particles in the atmosphere has
increased substantially over preindustrial levels due to
anthropogenic emissions of aerosol and aerosol precursor
gases. A significant fraction of these particles can act as cloud
condensation nuclei (CCN), and this increase in number
results in clouds with a larger number of water droplets,
which makes clouds more reflective of sunlight [Twomey,
1977]. Reduction of droplet size can also allow clouds to
contain more liquid water before precipitating [Albrecht,
1989]. These mechanisms comprise the basis of the aerosol
indirect radiative forcing effect.
[3] The indirect effect of anthropogenic aerosol on the

Earth's energy balance through the role of particles as CCN
is estimated to be large enough to require representation in

simulations of past and future climate change [Penner et al.,
2001; Forster et al., 2007]. Many of the global climate model
(GCM) simulations conducted for the Intergovernmental
Panel on Climate Change Fifth Assessment therefore include
representations of the aerosol indirect effect (AIE).
[4] However, estimates of the AIE for the preindustrial to

present-day period vary widely from model to model, rang-
ing between �0.2 and �2.5 W m�2 [Lohmann et al.,
2010]. This uncertainty in the AIE is the largest source of
uncertainty in estimates of the total radiative forcing of
climate change since preindustrial times [Forster et al.,
2007; Storelvmo et al., 2009] and poses a considerable
impediment to the use of the observed warming as a
constraint on the climate sensitivity [Kiehl, 2007].
[5] The uncertainty in the AIE is large because it depends

on many factors [Pan et al., 1998; Adams and Seinfeld,
2003; Chen and Penner, 2005; Haerter et al., 2009;
Pierce and Adams, 2009; Wang and Penner, 2009;
Lohmann and Ferrachat, 2010; Lee et al., 2011, 2013],
each of which varies widely in space and time because the
lifetime of clouds and aerosol is much shorter (hours to
days) than that of most greenhouse gases (years to
centuries). These factors include the mass, composition,
and size distribution of emitted primary anthropogenic
aerosol, the mass of emitted anthropogenic aerosol precur-
sor gas, the fraction of precursor gas that forms secondary
aerosol, the fraction of the secondary aerosol that forms
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new particles versus condensing to existing particles, the
fraction of new particles that survive to grow large enough
to serve as CCN, the ratio of aerosol concentration below
cloud to the column burden, the fraction of CCN that actually
form droplets in clouds (which depends on both updraft
velocity and the number of natural as well as anthropogenic
CCN), the sensitivity of cloud albedo to changes in droplet
number concentration, the sensitivity of cloud liquid water
path to droplet number concentration, and the fractional
coverage of clouds. In addition, the effects of clouds on
aerosol production, subgrid vertical transport, and removal
are likely as important as the effects of the aerosol on clouds.
[6] All or most of these factors are included (albeit

imperfectly) in the most advanced GCMs that represent
the AIE [Takemura et al., 2005; Storelvmo et al., 2006;
Lohmann et al., 2007; Wang and Penner, 2009; Donner
et al., 2011; Wang et al., 2011; Bauer and Menon, 2012;
Ghan et al., 2012; Zhang et al., 2012]. The spatial and
temporal variability is explicitly resolved down to scales
of hundreds of km horizontally and hours in time.
Including this level of detail is computationally expensive,
increasing the run time of most GCMs by a factor of at
least two. Although efforts are underway to minimize the
complexity needed to represent the AIE in GCMs [Liu
et al., 2012; Ghan et al., 2012], any physically based
representation must account for all of the above factors,
and hence is bound to be quite complex and computation-
ally expensive. Although AIE estimates by GCMs are
fraught with uncertainty because they do not resolve
clouds and rely on uncertain representations of cloud
processes, even global cloud-resolving models, which are
several orders of magnitude more expensive than GCMs
in most applications, do not resolve all the small-scale
processes involved in cloud-aerosol interactions.
[7] In parallel with the representation of the AIE in

GCMs, the AIE has also been represented in much simpler
models of the global climate system used in integrated
assessment models (IAMs) that quickly explore implica-
tions of different energy technology decisions. Kaufman
and Fraser [1991] developed a simple linear model suitable
for small perturbations in cloud droplet number concentra-
tion. Wigley and Raper [1992] used a logarithmic function
of global anthropogenic sulfur emissions to represent

the AIE in the MAGICC model, which was extended by
Meinshausen et al. [2011a] to incorporate multiple precur-
sor emissions. The goal of simple climate models such as
MAGICC is not to produce first-principle estimates of
climate change, but to capture the most relevant effects in
a consistent manner in order to quickly produce projections
of multiple scenarios.
[8] Although the demonstrated insensitivity of the

global mean surface temperature response to the spatial
distribution of the radiative forcing [Hansen et al., 1997]
suggests that the spatial distribution of the forcing is not
important, thus justifying the focus on global mean
forcing in IPCC assessments and in IAMs, the nonlinear
dependence of the AIE on clouds and aerosols indicates
that spatial variability in clouds and aerosols should be
accounted for even in estimates of the global mean AIE.
GCMs do this, but at a considerable computational
expense, while IAMs do not.
[9] We develop here an intermediate model of the global

mean AIE based on physical principles similar to those used
in global atmospheric models and using analytic representa-
tions of spatial variations in both clouds and aerosols.
Aerosol effects on both droplet effective radius and cloud
liquid water path are represented. This model allows rapid
exploration of the fundamental assumptions that affect the
magnitude of the AIE in a computationally efficient manner.
We use this model below to show that the AIE is highly sen-
sitive to poorly constrained variables such as preindustrial
aerosol concentrations. We can easily explore the parameter
space of the AIE and improve our understanding of the
interdependencies of the mechanisms involved. This model
could also potentially be used to estimate changes in the
AIE within models that include atmospheric chemistry and
transport but lack endogenous representations of clouds.
[10] We will use the physically based AIE model devel-

oped here, referred below as the “simple model,” to examine
the sensitivity of the AIE to a range of parameters. We also
will test if the simple formulas used in IAMs can capture the
range of plausible behavior over the next century as primary
and precursor emissions change substantially.
[11] Section 2 describes the model along with the baseline

(central case) parameter values. The sensitivity to model
parameters is explored in section 3, while section 4 compares
GCM estimates with estimates by the model using global
mean size distributions from several GCMs. Conclusions
are summarized in section 5.

2. Model Description

[12] Figure 1 illustrates the processes represented by the
simple AIE model. The following sections describe the treat-
ment of the processes.

2.1. Aerosol Model

[13] The AIE arises because cloud droplets form on aerosol
particles that serve as CCN. The simple model developed
here begins with the Abdul-Razzak and Ghan [2000] param-
eterization of the number concentration of droplets nucle-
ated, Nd, given a cloud updraft velocity w (a baseline value
of 0.3 m s�1), aerosol composition, and multiple log-normal
size distributions to be defined in section 2.4. Ghan et al.

Figure 1. Processes represented in the simple model.
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[2011] show that the Abdul-Razzak and Ghan [2000] scheme
can be approximated

Nd ¼ ∑
m

Nm

1þ Sm=S max

� �cm (1)

where Nm is the number concentration of aerosol mode m,
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[14] Here α=5.5×10�4 m�1, γ=3.4×106, G=8.0×10�9 m2

s�1, and A=1.2×10�9 m are parameters that depend weakly
on temperature and pressure, σm is the geometric standard
deviation of the size distribution for mode m, and fm and gm
are simple functions of σm [Abdul-Razzak and Ghan, 2000].
Aerosol composition affects droplet nucleation through the
dependence of Sm on particle hygroscopicity κ [Petters and
Kreidenweis, 2007], which is determined from volume
weighting of the hygroscopicities of the aerosol components,
to be described later.
[15] The droplet number estimate is combined with simple

cloud and radiation models to estimate the albedo αc of low
clouds, which can be approximated by a simple function of
cloud optical depth τ [Lacis and Hansen, 1974]:

αc ¼ τ
8þ τ

(5)

where the cloud optical depth is calculated from geometric
optics,

τ ¼ 3W

2ρwre
(6)

where W is the vertically integrated cloud liquid water path,
ρw is the density of liquid water, and re is the droplet effective
radius at cloud top (which is where it is most important for
scattering sunlight). The effective radius is the droplet
surface area-weighted mean particle radius.
[16] The basis of the AIE can be seen in equation (6)

where, for a fixed column amount of water in a cloud (W),
the cloud optical depth (e.g., reflectivity) increases as the
average particle size (re) decreases. From equation (5), it is

seen that cloud albedo saturates for optical depths much
larger than eight. The focus here is on liquid water clouds,
since anthropogenic aerosol is much less effective at nucleat-
ing ice crystals than cloud droplets [Lohmann et al., 2004].
[17] Assuming the cloud is adiabatic, the liquid water

content is nearly proportional to the height above cloud base,
h. The droplet effective radius can then be expressed from the
relationship between number, radius, and volume for
spheres, assuming droplet number is uniform with altitude,

re ¼ 3ah

4πNdρw

� �
1=3

=k (7)

where a is the adiabatic liquid water proportionality constant
(0.0024 g m�4), and k = 0.8 [Martin et al., 1994] is the ratio
of volume mean radius to effective radius. Although a is
known to vary with temperature and pressure, we select a
constant value for 15°C and 900 hPa (R. Wood, personal
communication, 2013).

2.2. Aerosol Effects on Cloud Water

[18] Equations (6) and (7) account for the cloud brightness
effect (also called the first AIE), in which droplet number af-
fects cloud optical depth through changes in effective radius
even if cloud liquid water content does not change.
[19] We now consider the cloud water effect, also called

the cloud lifetime effect and the second AIE, in which the
cloud liquid water content is affected by droplet number
through the dependence of autoconversion (droplet colli-
sion/coalescence) on droplet number. Given the potential
importance of the cloud water effect, we use two different
representations of this dependence.
[20] Representation 1 limits the cloud liquid water content

when the droplet effective radius exceeds the threshold
radius for precipitation formation, rc. To account for this,
we limit re to no more than rc and limit the liquid water
content accordingly. If re< rc, then the liquid water path for
the adiabatic cloud is

W ¼ 0:5ah2 (8)

[21] If re> rcwe set re = rc and use equation (7) to diagnose
the height above cloud base, hc, where re= rc:

hc ¼ 4πρwNd krcð Þ3
3a

: (9)

[22] The liquid water path becomes

W ¼ 0:5ah2c þ ahc h� hcð Þ: (10)

[23] Typical values for rc are between 8 and 20 μm [Liu
et al., 2004]. Much larger values turn off the cloud water ef-
fect unless the cloud is very thick. The baseline value is cho-
sen to be 12 μm. Results are shown both with (rc = 12 μm)
and without (rc = 100 μm) the cloud water effect because un-
der some conditions the cloud water effect may be negligible

GHAN ET AL.: GLOBAL AEROSOL INDIRECT EFFECTS

6690



[Ackerman et al., 2004;Hill et al., 2009], or perhaps offset by
other effects [Denman et al., 2007]. The estimate without
this effect is also consistent with the often-used definition
of radiative forcing that does not include cloud water effects
[e.g., Forster et al., 2007]. However, the concept of
adjusted radiative forcing, or radiative flux perturbation
[Lohmann et al., 2010], which accounts for the cloud water
response, has been accepted and used by the IPCC for its
Fifth Assessment.
[24] The second representation of the cloud water effect is

based on the steady-state balances of cloud water, rain, and
drizzle number [Wood et al., 2009] for a cloud of thickness h:

qad � qc
τrep

¼ Ac þ Kc (11)

Ac þ Kc ¼ Sq (12)

Ac

memb
¼ SN (13)

where qad= ah is the adiabatic liquid water content, qc is the
cloud liquid water content after depletion by autoconversion
Ac and collection Kc, and τrep is a cloud water replenishment
time scale (1 h baseline value). The autoconversion rate is pa-
rameterized in terms of cloud liquid water content and drop-
let number [Khairoutdinov and Kogan, 2000],

Ac ¼ 1350ρ qc=ρð Þ2:47N�1:79
d : (14)

[25] The collection rate is expressed in terms of qc and rain
water content qr

Kc ¼ βqcqr (15)

where β = 4.7m3kg�1s�1. Sq and SN, the rates of rain and driz-
zle number removal by sedimentation, are expressed in terms
of the bulk terminal velocities of rain water and drizzle
number Vq and VN:

Sq ¼ 2qrV q=h (16)

SN ¼ 2NdVN=h: (17)

[26] The terminal velocities are expressed in terms of the
volume mean radius of rain,

rv ¼ 3qr= 4πρwND�
1

3=
�h

(18)

using linear parameterizations by Khairoutdinov and Kogan
[2000]. The drizzle drop embryo mass memb is specified as
that for a 22 micron droplet. Equations (11)–(13) are solved
by iteration for the three unknowns qc, qr, and drizzle number
ND using equations (14)–(18) and the terminal velocity
expressions. Although the treatment of cloud water replen-
ishment is ad hoc, this representation of cloud microphysics
is more consistent with the treatment of cloud microphysics
in GCMs than is representation 1 and hence is chosen as
the baseline treatment. We will explore the dependence of

the AIE on the replenishment time scale; from equation
(11), it can be seen that if τrep is very short, the clouds are
more adiabatic and the cloud water effect is diminished.
[27] The result of including the cloud water effect is that as

aerosol number increases, not only does the effective radius
decrease (increasing scattering), but the overall, time-
averaged, amount of water in the cloud, or equivalently cloud
lifetime, also increases due to lower rates of precipitation
formation, which also increases net scattering.

2.3. Distribution of Cloud Properties

[28] Given the sublinear dependence of cloud albedo on
optical depth, accounting for variability in clouds is impor-
tant for correctly representing the sensitivity of the global
energy balance to the aerosol. This is done by expressing
the variability in the cloud thickness in terms of a normal
frequency distribution [Considine et al., 1997],

dp hð Þ
dh

¼ 1

σh
ffiffiffiffiffi
2π

p exp � h� hmð Þ2
2σ2h

" #
(19)

where σh, the standard deviation of the cloud thickness, can
be estimated from satellite retrievals of liquid water path
under the adiabatic approximation [Wood and Taylor,
2001]. Although Considine et al. [1997] estimate σh to be
70 m for stratocumulus clouds, such a value only accounts
for variability over spatial scales less than (50 km)2. To
account for spatial variability up to global scales, we pre-
scribe the baseline value at 200 m, which is characteristic
of the thickness of boundary layer clouds [Bennartz, 2007].
The parameter hm is diagnosed from σh and a prescribed
value for the low cloud fraction fc by integrating the cloud
thickness distribution (19) over all positive values of h (h< 0
is cloud free) and approximating the resulting error function

f c ¼
1

2
1� erf

hm
σh

� �	 

(20)

using a hyperbolic tangent function [Ghan et al., 2011],
yielding

hm ¼ � σh
ffiffiffiffiffi
2π

p

4
ln 1

f c � 1
� �

:
�

(21)

[29] Integration over the frequency distribution is performed
numerically using 20 cloud thickness bins equally spaced
between 0 and 3 σh. The baseline low cloud fraction is
prescribed to be 0.37, the global mean value for low clouds
(top pressure> 680 hPa) from Cloud-Aerosol Lidar and
Infrared Pathfinder Satellite Observations (CALIPSO) [Kay
et al., 2012], which with σh=200 m yields hm=�67 m.
Note that hm is negative for cloud fraction less than 0.5.

2.4. Aerosol Loading and Emissions

[30] Another saturation effect limiting aerosol indirect
forcing is the sublinear dependence of droplet number on
aerosol number [Abdul-Razzak and Ghan, 2000]. To better
account for this effect on the global mean AIE and to relate
the AIE to aerosol emissions, we express the anthropogenic
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aerosol spatial variability in terms of an exponential probabil-
ity density function (PDF)

dp Mð Þ
dM

¼ 1

M
exp � M

Mm

� �
(22)

where M is the anthropogenic aerosol burden, and Mm is the
global mean anthropogenic burden, and then relate the
aerosol burden to emissions and aerosol number concentra-
tion. Support for such a distribution of M is illustrated in
Figure 2, which shows the spatial frequency distribution of
the annual mean anthropogenic sulfate aerosol burden
simulated by the Community Atmosphere Model (CAM5)
[Liu et al., 2012], along with exponential and power law dis-
tribution fits to the simulated distribution. Again, integration
over the frequency distribution is performed numerically.
[31] We assume the PDFs for aerosol burden and cloud

thickness are uncorrelated. Since deeper clouds are more
likely to precipitate and remove aerosol, it is likely that
assuming independence is not realistic, but treating such
correlations would introduce considerable complexity to the
model. Without introducing such complexity, we can only
suggest that if cloud depth and aerosol burden are negatively
correlated (which is likely given that most aerosol is removed
by precipitation from clouds), the estimated AIE would be
smaller than estimated here. We will show that for one
model, the negative correlation between time mean cloud
fraction and aerosol burden reduces the AIE by about 15%.
Negative temporal correlations could reduce the AIE further.
[32] The global mean burden of anthropogenic aerosol is

estimated from the product of the mass emitted, the fraction
that forms aerosol, and the lifetime of aerosol in the atmo-
sphere (chosen to be 4 days based on global simulations of
accumulation mode aerosol). We assume the anthropogenic
aerosol is a combination of secondary ammonium bisulfate,
secondary organic aerosol (SOA), and primary organic
matter (POM) and black carbon (BC). We neglect primary
emissions of sulfate (aerosol nucleated in the plume of an-
thropogenic SO2 sources), which are thought to be smaller
in terms of mass than primary emissions of POM [Stevens
et al., 2012; Liu et al., 2012]. Although BC is insoluble and
anthropogenic emissions of BC are much less than those of

sulfur, it is an important primary source of particle number;
POM is emitted with BC. Effects of BC absorption on clouds
are not considered.
[33] Since almost all anthropogenic sulfate is derived from

SO2 emissions, the mass emitted is assumed to be SO2. Since
almost all sulfate aerosol is secondary, to account for the ratio
of ammonium bisulfate molecular weight to SO2 molecular
weight (1.8) and for the 45% loss of SO2 by wet and dry
deposition before conversion to sulfate [Liu et al., 2012],
we use an effective emission that is the product of the SO2

emissions, the fraction of emitted SO2 that forms sulfate
(55%), and the ratio of molecular weights (1.8). The product
of 1.8 and 0.55 is 1.0, so the production of ammonium bisul-
fate is nearly equal to the SO2 emissions. Although the frac-
tion of SO2 that forms sulfate is subject to some uncertainty
through its dependence on dry and wet deposition, on aque-
ous chemistry and on oxidant capacity [Manktelow et al.,
2007], we fold that uncertainty into the emissions and simply
consider the forcing as a function of the effective emissions.
Present-day (average for years 2000–2005) anthropogenic
SO2 emissions are estimated to be 110 Tg/yr [Smith et al.,
2011], yielding an effective anthropogenic sulfate source of
110 Tg/yr. Although the natural sulfur emissions are not used
in the model because natural aerosol concentrations rather
than emissions are prescribed, the effective natural sulfur
source that is consistent with the baseline preindustrial
surface sulfate concentration simulated by CAM5 and with
the assumed aerosol scale height and lifetime is 43 Tg/yr.
[34] Anthropogenic SOA contributes a smaller but not

negligible fraction to the total anthropogenic aerosol mass
burden. In most global aerosol models, the complexity of
organic chemistry is ignored by assuming each volatile or-
ganic specie is emitted and instantaneously oxidized to form
SOA with a species-specific fractional yield. The effective
emissions of anthropogenic SOA is the sum, over all anthro-
pogenic species, of the product of the volatile mass emitted
and the yield. For CAM5 [Liu et al., 2012], the sum is 14
Tg/yr for year 2000, although this value is quite uncertain.
[35] Recognizing the fact that anthropogenic BC and POM

have been emitted since the development of fire as domestic
heat source, we limit our baseline estimate of BC and POM
emissions to changes since year 1850. Baseline anthropo-
genic emissions of BC and POM from combustion of fossil
fuel, biofuel, and biomass burning over that period are esti-
mated to be 5 Tg/yr and 17 Tg/yr, respectively [Lamarque
et al., 2010], so the baseline total primary anthropogenic
emission is 22 Tg/yr. We use realistic values for the hygro-
scopicity of ammonium sulfate (0.5), SOA (0.1), BC (0.0),
POM (0.0), sea salt (1.2), and dust (0.1) [Petters and
Kreidenweis, 2007; Petters et al., 2009; Koehler et al.,
2009], and estimate the bulk hygroscopicity of each mode
from the volume mean of all components in the mode.
Although the hygroscopicity of POM from some sources,
such as fires, is order 0.1, the hygroscopicity of POM
from fossil fuels, an important anthropogenic source, is
much smaller. We also consider cases without primary
anthropogenic emissions.

2.5. Aerosol Modes

[36] To relate the aerosol size distribution parameters to the
global mean anthropogenic burden, we add the anthropo-
genic aerosol to a globally uniform natural aerosol. For the

Figure 2. Spatial frequency distribution of annual mean an-
thropogenic sulfate burden determined from the difference be-
tween CAM5 simulations with present-day and preindustrial
sulfur emissions, and least square fits with exponential and
power law distributions.
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natural aerosol, we use the global and annual mean number
and mass concentrations in the lowest layer of global aerosol
model simulations with emissions for preindustrial condi-
tions. Table 1 lists the values of the number concentration
Nn, number mode radius rn, and geometric standard
deviation σ for each lognormal mode for preindustrial
(natural) and present-day CAM5 simulations [Liu et al.,
2012; Ghan et al., 2012]. The preindustrial CAM5 values
are selected for baseline estimates. Assuming a uniform
distribution of preindustrial aerosol is questionable, as the
annual mean CCN concentration simulated by CAM5 for
year 1850 varies by more than an order of magnitude, but
accounting for such diversity would introduce much more
complexity into the model.
[37] The baseline model divides aerosols into three modes

based on size: Aitken mode (10–50 nm), accumulation mode
(50 - 500 nm), and coarse particles (0.5 –10 μm). To add the
anthropogenic aerosol to the natural aerosol, we must decide
how to distribute the anthropogenic aerosol across the modes
and how much of the secondary anthropogenic aerosol goes
into forming new particles rather than just adding mass to
existing particles (primary or secondary). Several options
were considered for distributing the anthropogenic aerosol
across the modes. If all secondary anthropogenic aerosol
arises from condensation of precursor gases, then the anthro-
pogenic aerosol is diffusion limited and should be distributed
according to the surface area of the modes. But models of the
sulfur lifecycle in the atmosphere [Koch et al., 1999; Chin
et al., 2000; Liu et al., 2012] indicate that most sulfate is
produced by aqueous chemistry in cloud droplets, not by
condensation. If all cloud droplets are the same size and
aqueous production is proportional to droplet volume then
the same amount of sulfate is produced on each activated

particle, so aqueous production should be distributed
according to the number of particles activated.
[38] For simplicity, one might therefore assume anthropo-

genic mass is distributed across modes in proportion to the
preindustrial CCN concentration in each mode. Although
CCN concentration generally depends on supersaturation,
which varies with updraft velocity and aerosol concentra-
tion, we estimate the CCN concentration from equation (1)
for a fixed supersaturation of S = 0.2% because accounting
for the dependence of supersaturation on updraft velocity
and aerosol concentration would require iterations as the
aerosol concentration would depend on the CCN concentra-
tion. These CCN concentrations are only used for the distri-
bution of anthropogenic mass across modes, which is
uncertain because it involves multiple processes (condensa-
tion and aqueous production) with very different size and
number dependencies. Yet as we will show, this method
works well in reproducing the aerosol distribution in more
complex models in most cases. Values of the CCN concen-
tration at S = 0.2% for each mode are listed in Table 1. The
preindustrial CCN concentration in CAM5 is dominated
by the contribution from the accumulation mode; in
section 4, we show that this is true for most global aerosol
models. In section 3, we shall show that this baseline treat-
ment yields estimates of aerosol indirect forcing smaller
(larger) than estimates based on a treatment that distributes
anthropogenic mass in proportion to aerosol number
(surface area) of the modes. For the primary anthropogenic
aerosol (BC and POM), we assume all of it is emitted in the
accumulation mode with a mode radius of 0.05 μm and
explore the dependence of the AIE on the value of the
primary mode radius.
[39] The fraction fnew of the secondary anthropogenic aero-

sol mass that produces new aerosol particles in a mode
depends on formation of new particles in the atmosphere,
which is poorly understood [Reddington et al., 2011]. In this
simple model, we either prescribe fnew for each mode or
diagnose its value based on values from global aerosol
models. Assuming that new particles formed only from
secondary anthropogenic material, particles composed of
natural and secondary anthropogenic material, and particles
composed of primary and secondary anthropogenic material
all have the same size distribution, the aerosol number
balance can be written

NPD ¼ Nnat þ Nprim þ f newq sec
NPD

qPD
(23)

where Nnat, Nprim, and NPD, are, respectively, the natural
(preindustrial), primary anthropogenic, and present-day
(natural + anthropogenic) number concentration, qsec is the
secondary anthropogenic aerosol mass concentration, and
qPD= qnat + qprim + qsec is the present-day mass concentration
(all concentrations in the model are given by the aerosol
burden divided by the scale height of the aerosol—which is
estimated to be 3 km from the ratio of the global mean
column burden of accumulation mode sulfate aerosol to the
surface concentration simulated by CAM5). Note that with
this assumption, fnew should be interpreted as the fraction of
secondary material that produces particles of the size of the
mode radius, so it accounts for growth from molecular

Table 1. Global Mean Surface Values for the CAM5 Aerosol

Mode Preindustrial Present Day

Aitken
N (# cm�3) 155 195
rn (μm) 0.015 0.016
σ 1.6 1.6
CCN(0.2%) (# cm�3) 3.4 5.3
qsulf (μg m�3) 0.008 0.013
qSOA (μg m�3) 0.001 0.002
qseasalt (μg m�3) 0.002 0.002

Accumulation
N (# cm�3) 250 386
rn (μm) 0.071 0.067
σ 1.8 1.8
CCN(0.2%) (# cm�3) 166 243
qsulf (μg m�3) 0.29 0.95
qSOA (μg m�3) 0.88 1.06
qBC (μg m�3) 0.03 0.09
qPOM (μg m�3) 0.34 0.56
qdust (μg m�3) 1.64 1.64
qseasalt (μg m�3) 0.90 0.90

Coarse
N (# cm�3) 1.70 1.7
rn (μm) 0.784 0.784
σ 1.8 1.8
CCN(0.2%) (# cm�3) 1.7 1.7
qsulf (μg m�3) 0.009 0.022
qdust (μg m�3) 26.0 26.0
qseasalt (μg m�3) 13.7 13.7
Total CCN(0.2%) (# cm�3) 171 250
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clusters to the size of the mode. Since the growth involves
coagulation (which destroys number) as well as condensation
(which does not), it is difficult to relate fnew to the new
particle formation rate.
[40] If fnew is prescribed, then equation (23) is used to diag-

nose NPD, and the present-day mode radius is diagnosed from
the ratio of qPD to NPD. This permits applications of the
simple model to various emission scenarios in which qPD is
diagnosed from prescribed emissions.
[41] If instead fnew is diagnosed from global aerosol

models, then Nnat, Nprim, NPD, qsec, and qPD in equation
(23) are taken from preindustrial and present-day global
mean concentrations simulated for each mode by the global
aerosol models. The secondary anthropogenic concentra-
tion is assumed to be sulfate and SOA. The primary anthro-
pogenic number concentration is estimated from the
anthropogenic (present day minus preindustrial) BC and
POM mass concentration qp and an assumed log-normal
size distribution:

Nprim ¼ 3qprim
4πρar

3
prim

exp � 9 ln2σprim
2

� �
(24)

where rprim and σprim = 1.8 are the number mode radius and
geometric standard deviation of the primary particle size
distribution. Under the unrealistic assumption that coagu-
lation of primary emissions can be neglected, rprim is the
same as the emitted radius, 0.04 μm [Liu et al., 2012],
which, for the anthropogenic primary aerosol mass
concentration simulated by CAM5 (0.28 μg m�3) and
an aerosol material density ρa of 1.77 g cm�3, yields
Nprim = 125 cm�3, which is slightly less than the simu-
lated anthropogenic change in accumulation mode aerosol
number concentration, 136 cm�3. The value of fnew for
the accumulation mode diagnosed from the aerosol
number balance equation (23) would be 0.17. If, instead,
coagulation is assumed to cause all of the increase in the
number mode radius to that of the accumulation mode
(0.071 μm), we find that Nprim = 23 cm�3 and from
equation (23) with parameter values from Table 1 we find
fnew is slightly larger than 1. The effective value of the
primary number mode radius is somewhere between the
emitted radius and the global mean radius of the accumu-
lation mode, because much of the increase in the size of
the accumulation mode beyond the emitted size is due to
condensation.
[42] The value of fnew that is consistent with the number

concentration and mass concentrations of primary and
secondary aerosol simulated by CAM5 for present-day
and preindustrial emissions can be used to constrain the
assumed radius of the primary particles, but not the value
of fnew. If we assume fnew = 0, then the number of anthropo-
genic primary particles must equal the anthropogenic
increase in the number of accumulation mode particles,
which according to Table 1 is 136 cm�3 for CAM5. For
the 0.28 μg m�3 anthropogenic increase in global mean
BC and POM surface concentration and the 1.8 geometric
standard deviation for the accumulation mode, such an
anthropogenic increase in primary particle number implies,
using equation (24), rprim = 0.038 μm, which is slightly
smaller than the emitted size. If instead we assume fnew = 1,

then the number of anthropogenic primary particles diag-
nosed from equation (23) and the CAM5 parameter values
is 32 cm�3, which for the anthropogenic primary mass con-
centration implies rprim = 0.078 μm, which is slightly larger
than the accumulation mode radius (0.071 μm). Thus, the
information available from CAM5 is consistent with values
of fnew between 0 and 1 and rprim between 0.04 and 0.71 μm,
which are perhaps not coincidentally the emitted and
average size of the primary particles, respectively. Thus,
although equation (23) can be used to ensure consistency
between fnew and rprim, it provides little constraint beyond
what values of each are physically plausible. We will there-
fore assume the baseline rprim =0.05 μm but examine the
sensitivity of the AIE to rprim over the range 0.04 to 0.07
μm, and assume a baseline value for fnew of 0.5 and explore
the sensitivity of the AIE to the values of fnew between 0 and
1. The aerosol number balance can only be used to enforce
consistency between fnew and rprim if NPD is known, such
as from a global aerosol model. If present-day or future
aerosol concentrations are estimated from emissions, then
NPD must be estimated from equation (23); then fnew and
rprim can be prescribed independently.
[43] It might seem that distributing secondary anthropo-

genic aerosol mass in proportion to CCN concentration is
physically inconsistent with designating a certain fraction
of the secondary anthropogenic aerosol to form new parti-
cles, as new particles are too small to activate as CCN and
accumulate secondary anthropogenic aerosol through aque-
ous chemistry. However, new particles can grow through
coagulation and condensation to reach CCN size. Thus, the
parameter fnew should not be regarded as the fraction of
secondary anthropogenic aerosol that makes new particles,
but the fraction that makes new CCN. This is consistent with
the assumption that all particles in a mode have the same size
distribution, regardless of how much of their composition is
natural, primary anthropogenic, or secondary.

2.6. Global Energy Balance

[44] Finally, the AIE is determined from the difference
between the solar energy balance E with and without
anthropogenic emissions. In each case, the solar energy
balance for a two-stream radiative transfer model can be
written [Donohoe and Battisti, 2011], accounting for multi-
ple reflections between the cloud and surface, as

E ¼ 0:25S0 1� f cð Þ 1� αsð Þ þ f c 1� αcð Þ 1� αsð Þ
1� αcαs

	 

(25)

where S0 is the downward solar at the top of the atmosphere
(1367 W m�2), the factor 0.25 accounts for the ratio of the
planet cross section to surface area, the surface albedo αs is
approximated by a single baseline value (0.1). The global
mean energy balance is determined by numerical integration
over the frequency distributions of the anthropogenic aerosol
burden and the cloud thickness, using 10 aerosol bins of
equal area and 20 cloud thickness bins of equal cloud thick-
ness interval. For the baseline parameters, the global mean
planetary albedo αp = 1�E/S0 is 0.20, which is much less
than the observed albedo of the Earth, 0.30, because the
simple model only accounts for the influence of shallow
liquid clouds on the global energy balance. The global mean
liquid water path of the shallow clouds is 180 g m�2.
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3. Sensitivity to Model Parameters

[45] The AIE depends on the uncertain values of several
key parameters. Here we explore the dependence on anthro-
pogenic emissions of primary particles (BC+ POM) and
secondary aerosol precursor gases (SO2), the partitioning of
the secondary emissions across the aerosol modes and
between mass and number within each mode, on the thresh-
old radius for precipitation formation, on the parameters of
the natural and primary anthropogenic size distributions,
and on cloud thickness and updraft velocity. The baseline
consists of the three CAM5 aerosol modes, with preindustrial
aerosol parameters for CAM5 listed in Table 1. Other
baseline parameters and the range of values considered in
sensitivity tests are listed in Table 2.
[46] The ranges are limited to the range of plausible

values for each parameter. The range in preindustrial
accumulation mode number concentration is taken from
the global mean simulated by the various aerosol models de-
scribed in section 4. The range in accumulation mode radius
is taken from the same models. The range in accumulation
mode σ spans the range in values prescribed in aerosol
models plus higher values supported by observations
[Whitby, 1978]. The lower limit in cloud thickness standard
deviation is from Considine et al. [1997], while the upper
limit is from Bennartz [2007]. The range in updraft velocity
spans the range observed in boundary layer clouds, while
the range in threshold radius for autoconversion is from
Liu et al. [2004]. The cloud water replenishment time scale
is poorly constrained, so a wide range in values is used.
Although SO2 emissions are known to within 10% [Smith
et al., 2011], we consider a wider range (36% uncertainty)
to account for 24% uncertainty in the conversion to sulfate
and 27% uncertainty in the sulfate lifetime [Schulz et al.,
2006]. BC and POM uncertainty emissions uncertainty is
assumed to be a factor of 2 [Bond et al., 2007]. For anthro-
pogenic SOA, we assume a factor of 2 for the lower bound,
but base a much higher upper bound on recent syntheses of
measurements and modeling [Hallquist et al., 2009;
Spracklen et al., 2011; Jathar et al., 2011]. The radius of

primary particles spans the size of primary emissions from
different models [Zhang et al., 2012] to the size of
accumulation mode particles. Low cloud fraction ranges
from the ISCCP satellite estimate [Rossow and Schiffer,
1999] to 0.4 simulated by some climate models. The frac-
tion of secondary mass on the accumulation mode ranges
from 0.8 for the United Kingdom Chemistry and Aerosol
(UKCA) model [Mann et al., 2010] to nearly 1 for CAM.
[47] Before exploring the parameter space, we first deter-

mine the importance of accounting for the spatial variability
in the anthropogenic aerosol. Figure 3 shows, for the baseline
parameter values, the estimated baseline AIE and the anthro-
pogenic burden for each of the 10 equal-area burden bins
in the numerical integration over the exponential PDF of
anthropogenic aerosol burden. As expected from the
sublinear dependence of droplet number on aerosol number
and the sublinear dependence of cloud albedo on cloud
optical depth, the estimates of AIE for each bin increase
sublinearly with anthropogenic burden. Because of this
nonlinearity, representing the spatial variability in the anthro-
pogenic burden is important; the global mean AIE estimated
with and without this spatial variability is �1.17 W m�2 and
�1.32Wm�2, respectively. This sensitivity does not account
for the dependence on the location of the burden, particularly
with respect to incoming solar radiation.
[48] Figure 4 shows how the AIE depends on primary

anthropogenic emissions and on the fraction of secondary
anthropogenic material that forms new particles. If primary
emissions are neglected, the forcing increases nearly linearly
with the fraction after an offset of �0.47 W m�2 when the
fraction is zero, i.e., when all of the secondary anthropogenic
aerosol increases the size of preexisting aerosol particles, so
that slightly more particles are activated at a given supersat-
uration. The forcing is more than twice as strong when all
of the secondary anthropogenic mass produces new particles.
Adding primary emissions also produces much stronger forc-
ing, by 0.4 W m�2, with a much larger relative influence
when fnew = 0 than when fnew = 1.
[49] Although according to Figure 4, the primary anthropo-

genic aerosol significantly increases the AIE, as shown in
Figure 5, the impact depends on the assumed mode radius
of the emitted aerosol, which determines the number concen-
tration. We have chosen our baseline mode radius for emitted
aerosols to be 0.05 μm. Near sources, the emitted particles
are near their emitted radius (0.04 μm) but coagulate rapidly,

Table 2. Minimum, Baseline, and Maximum Value of
Model Parameters

Parameter Minimum Baseline Maximum

Preindustrial accumulation mode
N (cm�3)

70 250 300

Preindustrial accumulation mode
radius (μm)

0.05 0.071 0.10

Accumulation mode σ 1.6 1.8 2.0
Cloud thickness σh (m) 70 200 500
Updraft velocity (m s�1) 0.1 0.3 1.0
Cloud water replenishment time scale
τrep (s)

600 3600 14,400

Threshold radius for autoconversion rc (μm) 10 12 20
Anthropogenic BC+POM emissions (Tg/yr) 11 22 44
Anthropogenic SO2 emissions (Tg/yr) 81 110 150
Anthropogenic SOA emissions (Tg/yr) 7 14 100
Primary mode radius rprim (μm) 0.03 0.05 0.07
Mass fraction new particles fnew 0.2 0.5 0.8
Low cloud fraction fc 0.25 0.37 0.40
Fraction of secondary aerosol mass
on accumulation mode

0.8 97 1

Figure 3. Indirect forcing and anthropogenic aerosol bur-
den in each of the 10 burden bins for the baseline case.
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increasing their size and decreasing their number concentra-
tion. Although we do not expect coagulation alone to lead
to a mode radius as large as the accumulation mode radius
(0.071 μm) because that includes effects of secondary
aerosol production as well coagulation, the most appropriate
primary emissions mode radius to assume in the simple
model, which does attempt to simulate the effects of coagula-
tion explicitly, should be somewhere between the radius
emitted in the global aerosol model and the radius of the
accumulation mode. According to Figure 5, the assumed
emitted radius between these values can influence the AIE
by a factor of 1.9 for fnew = 0 and 1.4 for fnew =1. Although
the sensitivity of AIE to emitted size is significant for that
size range, it is noteworthy that the combinations of fnew
and rprim that are both consistent with the anthropogenic
changes in the aerosol simulated by CAM5, such as fnew= 0
for rprim= 0.04 and rprim = 0.078 for fnew = 1, yield similar
estimates of AIE (�1.19 and �1.22 W m�2).
[50] To explore the dependence of the AIE on the distribu-

tion of the secondary anthropogenic mass across the modes,
Figure 6 shows the indirect forcing as a function of the
fraction of secondary anthropogenic mass distributed to the
accumulation mode of the CAM5 aerosol, for two cases:
the remaining mass added to (a) the coarse mode, and (b)
the Aitken mode. In both cases, the forcing is stronger as a
larger proportion of the secondary anthropogenic mass is dis-
tributed to the smaller mode, increasing the anthropogenic
contribution to aerosol number concentration. The forcing
tends to saturate as the proportion on the Aitken mode
approaches one, because some of the Aitken particles are
too small to form cloud droplets and cannot compete with
the primary particles.
[51] The aerosol effect on cloud water is represented in

climate models through the treatment of autoconversion.
Some climate models use the Khairoutdinov and Kogan
[2000] autoconversion scheme adopted in Representation 2.
Others express autoconversion in terms of the threshold
radius, rc, for precipitation formation, which is used in
Representation 1. To explore the dependence of the AIE on
the representation of the cloud water effect, we now calculate

the AIE for a range of values of rc in Representation 1 and of
the cloud replenishment time scale τrep in Representation 2.
[52] Figure 7 shows that the dependence of the AIE on rc is

complex. The AIE is strongest for rc =6 μm, which according
to equation (10) corresponds to hc= 0.5h. For smaller but un-
realistic values of rc, the AIE is smaller in magnitude because
the liquid water content of all but the thinnest clouds is deter-
mined by the product of the droplet number and the cube of
rc, which decreases rapidly as rc decreases. This behavior is
consistent with that found by Rotstayn [2000], Menon et al.
[2002], and Golaz et al. [2011, 2013] using global models,
except that in this simple model both the first and second in-
direct effect become small because as rc approaches zero the
cloud albedo approaches zero and hence the sensitivity of the
cloud albedo to changes in effective radius is small [Twomey,
1991; Platnick and Twomey, 1994]. For rc larger than 6 μm,
the AIE in the simple model decreases with increasing rc be-
cause more clouds are too thin for the droplet effective radius
to exceed rc. For rc larger than 15 μm, the second indirect ef-
fect is negligible and the AIE saturates at the first indirect ef-
fect value. Typical values for rc used in global models are
8–12 μm [Rasch and Kristjansson, 1998; Rotstayn, 2000;
Menon et al., 2002; Liu et al., 2004; Hsieh et al., 2009;
Golaz et al., 2011, 2013; Rosenfeld et al., 2012]. The

Figure 4. Indirect forcing as a function of mass fraction of
baseline secondary anthropogenic emissions making new
particles (fnew), with and without 22 Tg/yr primary emissions,
for the secondary anthropogenic aerosol added to the CAM5
modes in proportion to the CCN concentrations of the modes
for the CAM5 preindustrial aerosol.

Figure 5. Indirect forcing as a function of the mode radius
of the 22 Tg/yr primary anthropogenic aerosol, for baseline
secondary anthropogenic emissions added to the CAM5
modes in proportion to the CCN concentrations of the modes
for the CAM5 preindustrial aerosol, for fnew = 0 and fnew = 1.

Figure 6. Indirect forcing for the CAM5 aerosol as a func-
tion of the mass fraction of the secondary anthropogenic
aerosol applied to the accumulation mode, with the remain-
der distributed to the coarse mode (squares) and Aitken mode
(diamonds). Other parameter values are baseline.
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different sensitivity of the AIE to critical radius in the global
and simple models for this range of critical radius is likely
due to the use of the PDF for cloud thickness in the simple
model; none of the global models use a subgrid vertical
PDF for clouds, and lack the vertical resolution to resolve
such variability.
[53] For Representation 2 of the cloud water effect, the

only poorly constrained parameter is the cloud replenishment
time scale τrep. The simple model produces very little sensitiv-
ity of AIE to τrep, with AIE between�1.15 and�1.20Wm�2

for τrep between 600 and 14,400 s. These values of AIE are
all within the range of AIE estimated with Representation 1
for the 8–12 μm range of rc.
[54] Two processes increase the AIE with increasing stan-

dard deviation of cloud thickness (Figure 8). For narrow
distributions, the forcing becomes stronger with increasing
cloud thickness as the clouds become more susceptible to
reductions in droplet effective radius. The susceptibility is
greatest for clouds with albedos of 0.5 [Twomey, 1991;
Platnick and Twomey, 1994]. For wider distributions, the
indirect forcing continues to increase with increasing
standard deviation as liquid water is influenced by the aerosol
in more and more clouds, and the estimates with and without
aerosol effects on cloud water diverge. For very high
standard deviation, the albedo saturation effect takes over
and limits the indirect forcing for clouds with albedo exceed-
ing 0.5. This dependence is found for both representations of
the cloud water effect, which yield similar estimates of the
AIE for all but the largest cloud thickness standard deviations.
[55] As might be expected, the AIE is nearly proportional

to low cloud fraction (not shown), varying from �0.73 W
m�2 for fc = 0.25 (the low cloud fraction estimated by
ISCCP [Rossow and Schiffer, 1999]) to �1.29 W m�2 for
fc =0.4. Even if the baseline value is used for global mean
cloud fraction, spatial correlations between cloud fraction
and the anthropogenic aerosol burden can influence the
AIE. For example, if the low cloud fraction simulated by
CAM5 is averaged according to each of the ten equal-area
bins used in the exponential frequency distribution of anthro-
pogenic burden (scaled so the global mean low cloud fraction
equals the baseline value), the negative correlation between
simulated annual mean cloud fraction and anthropogenic
burden leads to a reduction in AIE from �1.17 W m�2 to
�0.99 W m�2.

[56] AIE is remarkably insensitive to updraft velocity
(Figure 9), even though droplet numbers vary by a factor
of more than two as updrafts range from 10 to 100 cm s�1.
Part of the explanation for the insensitivity is that droplet
numbers vary for preindustrial as well as present-day
emissions. In addition, for low updraft velocities, the
resulting small droplet number concentrations lead to a
stronger the liquid water feedback. The AIE estimated with
Representation 2 of the cloud water effect is very similar to
that estimated with Representation 1.
[57] The AIE is also quite sensitive to the size distribution

of the preindustrial aerosol. To see this, Figures 10–12
explore sensitivity of the forcing to the accumulation mode
geometric standard deviation, the preindustrial number con-
centration, and mode radius, respectively. Since the Aitken
and coarse modes of the CAM5 preindustrial aerosol do not
greatly affect the indirect forcing estimate (the baseline esti-
mate is �1.14 W m�2 without the Aitken and coarse modes,
and �1.17 W m�2 with those modes), Figures 10–12 are
based on estimates with all of the anthropogenic aerosol mass
added to the accumulation mode.
[58] Figure 10 shows that the AIE is quite sensitive to the

standard deviation of the size distribution, with forcing a
factor 2.7 stronger for σ = 1.6 than for σ= 2.0. This can be
explained in part by the smaller enhancement in aerosol num-
ber concentration and mode radius with increasing aerosol
mass when σ is larger. In addition, the Abdul-Razzak and

Figure 8. Indirect forcing as a function of the standard devi-
ation of cloud thickness using the cloud water feedback
Representation 2 (Wood) and Representation 1 with (rc=12 μm)
and without (rc = 100 μm) feedback.

Figure 9. Indirect forcing as a function of updraft velocity.

Figure 7. Indirect forcing as a function of the threshold ra-
dius for precipitation formation, rc, using Representation 1 of
the cloud water effect. All other parameters are baseline
values.
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Ghan [2000] aerosol activation scheme decreases droplet
nucleation as σ increases.
[59] Consistent with Menon et al. [2002] and Chen and

Penner [2005], Figure 11 shows considerable sensitivity to
the preindustrial aerosol number concentration, with the
AIE increasing by a factor of 1.8 when preindustrial aerosol
number decreases from 300 to 150 cm�3.
[60] To isolate the dependence of the forcing on number

mode radius, Figure 12 varies mode radius and Nn together
such that the product Nnr

3 is unchanged. The forcing
becomes more negative with increasing mode radius, as the
number of preindustrial CCN decreases so that the primary
emissions produce a relatively larger impact on droplet num-
ber. If primary emissions are neglected, the AIE asymptotes
to a constant value for larger number mode radius (not
shown). Differences between fixed and variable liquid water
(rc = 100 μm and rc= 12 μm) (not shown) are significant only
for mode radius larger than 0.07 μm, when aerosol and
droplet number concentrations are small enough to produce
droplets larger than rc.
[61] The sensitivity tests are summarized in Figure 13,

which shows the range in the AIE over the ranges in param-
eter values listed in Table 2 and estimates shown in
Figures 4–12. Note that these simple sensitivity tests are from
the baseline conditions. Sensitivities could be larger or

smaller if starting from different conditions, as explored
further below. There is a particularly large sensitivity (2.1
W m�2) to the preindustrial aerosol number density, but
uncertainty due to preindustrial accumulation mode radius
as also very large. These large sensitivities indicate why
reducing the uncertainty in the AIE has proven to be
so difficult.

4. Testing With Global Aerosol Models

[62] We have found that the AIE depends on the size distri-
bution of the preindustrial aerosol and on how the anthropo-
genic mass is distributed across the modes and between
increasing mass and number. These distributions vary from
model to model due to differences in preindustrial emissions,
the representation of aerosol microphysics, and the treatment
of aerosol transport and removal, so it is instructive to see
how our method of distributing anthropogenic mass com-
pares with the distribution simulated by various global aero-
sol models, and what the differences imply for the AIE. To do
this, we compare estimates of indirect forcing using three
methods: (A) this simple model using the simulated global
mean preindustrial and present-day aerosol size distributions
from several global aerosol models, with (B) this simple
model with the simulated global mean preindustrial aerosol
size distribution but distributing anthropogenic mass in
proportion to preindustrial CCN concentration, and with
anthropogenic emissions tuned to produce the same global
mean present-day surface aerosol concentration as simulated
by the global models, and (C) the indirect forcing estimate
from the global model, where available. To permit a compar-
ison with the same global burden of anthropogenic aerosol,
we adjust the anthropogenic emissions so that the global
mean anthropogenic aerosol mass concentration matches that
from the global model simulation for the present-day condi-
tions and consider a range of values of fnew. For estimate
method A, we use equation (23) with the present-day and
preindustrial number and mass concentrations to estimate
fnew assuming the primary particles are at their emitted size.
Method A is more likely to agree with method C because it
uses more information from the global model, but method
B permits studies with different emissions scenarios without

Figure 10. Indirect forcing as a function of geometric stan-
dard deviation for baseline anthropogenic emissions added to
a single preindustrial aerosol mode with 0.071 μm number
mode radius, 250 cm�3 number concentration and 0.36
hygroscopicity.

Figure 11. Indirect forcing as function of number concen-
tration for an accumulation mode preindustrial aerosol with
0.071 μm number mode radius, 1.8 geometric standard devi-
ation, and 0.36 hygroscopicity.

Figure 12. Indirect forcing as a function of number mode
radius for an accumulation mode preindustrial aerosol with
1.8 geometric standard deviation, and 0.36 hygroscopicity
and number concentration such that the volume is the same
for all mode radii (equivalent to a number concentration of
250 cm�3 and number mode radius of 0.071 μm).
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running the full aerosol model. Comparing methods A and B
tests the validity of assuming that newmass is distributed across
modes in proportion to preindustrial CCN concentration.

4.1. CAM5

[63] The baseline case examined previously has parame-
ters drawn from the CAM5 model. The anthropogenic sulfur
emission that, using the prescribed aerosol lifetime and scale
height in this simple model, produces the same global mean
anthropogenic sulfate mass concentration as simulated by
CAM5 is 95 Tg/yr, which is less than the 110 Tg/yr anthro-
pogenic sulfur emission used in the CAM5 simulation, and
the anthropogenic SOA emission that produces the same
anthropogenic SOA concentration in the CAM5 simulations
is 25 Tg/yr, more than the 14 Tg/yr SOA emission in the
CAM5 simulation, for a total secondary aerosol emission of
120, only slightly less than the 124 Tg/yr secondary anthro-
pogenic emission used in the CAM5 simulation. The primary
emission that produces the same global mean anthropogenic
primary mass concentration as simulated by CAM5 is 38 Tg/yr,
which ismuchmore than the 22 Tg/yr in the CAM5 simulations,
because of differences between the prescribed scale
height and aerosol lifetime and those in the simulation
(the scale height of sulfate is 50% greater than for primary
material because SO2, the precursor gas of sulfate, can be
transported upward more easily than aerosol). These emis-
sions yield indirect forcing estimates of �1.08 and �1.60
W m�2 for fnew= 0 and fnew=1, respectively, using method
B, which span the �1.52 W m�2 forcing estimated by
method A using the preindustrial and present-day CAM5
aerosol size distributions (which using equation (23) diagno-
ses fnew=0.86 for the accumulation mode). This suggests that
distributing anthropogenic mass across modes using the
preindustrial mode distribution works well for CAM5.
However, these estimates of the AIE are still 25% smaller
than that estimated by the full CAM5 physics (method C),
about �2.0 W m�2 [Ghan et al., 2012].

4.2. MMF

[64] Figure 14 shows the AIE as a function of fnew, using
method B with the preindustrial aerosol size distributions

from the Multiscale Modeling Framework (MMF) model
(Table 3), which is a version of CAM with an embedded
two-dimensional cloud model used to represent clouds and
their interactions with aerosols [Wang et al., 2011]. With
method B, the sulfur, SOA, and primary anthropogenic emis-
sions are diagnosed to be 112, 19, and 34 Tg/yr, respectively,
which are comparable to the estimates for CAM5. The AIE
estimated with method B is �1.10 and �1.69 W m�2 for
fnew = 0 and 1, respectively, which span the method A
estimate: �1.40 W m�2. The estimates are similar to those
for CAM5, which is to be expected because the aerosol
microphysics is identical (though the influence of clouds on
the aerosol is quite different in the two models), and hence
the preindustrial size distributions, CCN concentrations,
and anthropogenic emissions are similar. The indirect forcing
estimated by the full MMF is �0.77 W m�2 [Wang et al.,
2011], which is half of the method A estimate by the simple
model, and significantly smaller than that estimated by the
full CAM5. Thus, the simple model is unable to explain the
nearly threefold difference between the indirect forcing
estimated by CAM5 and the MMF. Wang et al. [2011]
concluded that differences in the liquid water path response
of the two models is responsible for most of the difference

Figure 13. Range of indirect forcing estimates about baseline estimate for the plausible variations in
model parameters listed in Table 2.

Figure 14. Indirect forcing estimated using method B for
MMF aerosol using Representation 1 of aerosol effects on
cloud liquid water (rc= 12 μm), neglecting aerosol effects
on cloud water (rc= 100 μm), and using Representation 2
of aerosol effects on cloud liquid water (Wood).
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in the indirect forcing. In the simple model as shown in
Figure 14, the liquid water feedback makes little difference
in the AIE. However, as shown in Figure 8, the liquid water
feedback in the simple model can be important for thicker
clouds. While Wang et al. [2012] suggest that differences
in the treatment of rain in CAM5 and the MMF cause the
weaker liquid water feedback in the MMF, perhaps it is also
due to differences in cloud thickness.

4.3. ECHAM5-HAM

[65] The global mean surface aerosol parameters for the
ECHAM5-HAM aerosol model [Stier et al., 2005; Zhang
et al., 2012] are listed in Table 4. Using these parameters,
the global anthropogenic sulfur, SOA, and primary emissions
estimated with this model are 104, 12, and 59 Tg/yr, respec-
tively. The secondary emissions are similar for CAM5,
reflecting the comparable anthropogenic secondary aerosol
concentrations in the ECHAM5-HAM aerosol simulations.
On the other hand, the ECHAM5-HAM primary anthropo-
genic emissions diagnosed by this model are 58% greater
than those for CAM5, as the anthropogenic BC and POM
concentrations simulated by ECHAM5-HAM are nearly
double those simulated by CAM5, reflecting much longer
lifetimes rather than shorter scale heights for BC and POM
in ECHAM5-HAM.
[66] As shown in Figure 15, the AIE estimated with rc= 12

μm using method B and Representation 2 of the cloud water
effect is�4.1Wm�2 for fnew = 0 and�5.4Wm�2 for fnew = 1.
These estimates with secondary material distributed in pro-
portion to preindustrial CCN concentration (method B) are
somewhat larger than the AIE estimated directly using the
ECHAM5-HAM present-day and preindustrial global mean
concentrations (method A): �3.9 Wm�2. This suggests that

distributing secondary material in proportion to preindustrial
CCN concentration also works well for compared to the
distribution simulated by ECHAM5-HAM. As in CAM5,
the vast majority of the anthropogenic mass goes on the accu-
mulation mode under this assumption. However, the indirect
forcing thus estimated is about three to four times as large as
with the CAM5 preindustrial aerosol for the same fnew and
emissions. The much larger forcing is partly due to the larger
anthropogenic primary aerosol and partly due to the nearly
threefold smaller preindustrial aerosol accumulation mode
aerosol concentration in ECHAM5-HAM as compared with
CAM5. The preindustrial CCN concentration, listed in
Table 4, is consequently a factor of more than two smaller.
The anthropogenic aerosol therefore has a much larger

Table 3. Global Mean Surface Values of the MMF Aerosol

Mode Preindustrial Present Day

Aitken
N (# cm�3) 195 256
rn (μm) 0.016 0.017
σ 1.6 1.6
CCN(0.2%) (# cm�3) 5 8
qsulf (μg m�3) 0.014 0.022
qSOA (μg m�3) 0.000 0.000
qseasalt (μg m�3) 0.003 0.003

Accumulation
N (# cm�3) 275 395
rn (μm) 0.065 0.064
σ 1.8 1.8
CCN(0.2%) (# cm�3) 169 240
qsulf (μg m�3) 0.46 1.24
qSOA (μg m�3) 0.69 0.82
qBC (μg m�3) 0.03 0.08
qPOM (μg m�3) 0.32 0.52
qdust (μg m�3) 1.19 1.19
qseasalt (μg m�3) 0.69 0.69

Coarse
N (# cm�3) 1.39 1.35
rn (μm) 0.778 0.773
σ 1.8 1.8
CCN(0.2%) (# cm�3) 1.4 1.4
qsulf (μg m�3) 0.01 0.03
qdust (μg m�3) 19.2 19.2
qseasalt (μg m�3) 12.4 12.4
Total CCN(0.2%) (# cm�3) 176 249

Table 4. Global Mean Surface Values for the Soluble Modes of the
ECHAM5-HAM Aerosol

Mode Preindustrial Present Day

Aitken
N (# cm�3) 292 313
rn (μm) 0.013 0.015
σ 1.59 1.59
CCN(0.2%) (# cm�3) 2 3
qsulf (μg m�3) 0.011 0.011
qSOA (μg m�3) 0.001 0.001
qBC (μg m�3) 0.000 0.001
qPOM (μg m�3) 0.003 0.005

Accumulation
N (# cm�3) 87 180
rn (μm) 0.083 0.089
σ 1.59 1.59
CCN(0.2%) (# cm�3) 79 161
qsulf (μg m�3) 0.33 1.05
qSOA (μg m�3) 0.08 0.16
qBC (μg m�3) 0.01 0.06
qPOM (μg m�3) 0.13 0.49
qdust (μg m�3) 0.06 0.06
qseasalt (μg m�3) 0.66 0.66

Coarse
N (# cm�3) 1.68 1.9
rn (μm) 0.520 0.507
σ 2.0 2.0
CCN(0.2%) (# cm�3) 2 2
qsulf (μg m�3) 0.03 0.06
qSOA (μg m�3) 0.00 0.00
qBC (μg m�3) 0.00 0.00
qPOM (μg m�3) 0.00 0.00
qdust (μg m�3) 2.11 2.11
qseasalt (μg m�3) 16.2 16.2
Total CCN(0.2%) (# cm�3) 83 166

Figure 15. As in Figure 14, but for the ECHAM5-HAM
aerosol.
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influence on the accumulation mode aerosol number for
ECHAM5-HAM case compared with CAM5.
[67] Since the AIE from the simple model for ECHAM5-

HAM preindustrial aerosol parameters is much larger than
the forcing estimates for CAM5, one might expect the AIE
estimated directly from full ECHAM5-HAM simulations
would be much larger than that estimated from CAM5
simulations. In fact, the estimate from ECHAM5-HAM sim-
ulations is smaller,�1.2 versus�2.0 Wm�2 (K. Zhang, per-
sonal communication, 2012).
[68] Why is the ECHAM5-HAM indirect forcing so much

smaller than the simple model estimates with methods A or
B? Turning off the liquid water feedback in the simple model
reduces the indirect forcing to �3.6 W m�2 with method A,
so if the simple model overestimates the liquid water feed-
back that would explain part of the difference. The radius
of the primary particles might be larger than the 0.05 μm
radius assumed here, though particles produced from fossil
fuel combustion in the ECHAM5-HAM are emitted at a
smaller radius (0.03 μm) than in CAM5. Even if the radius
of the primary particles rprim is assumed to be 0.08 μm in
the simple model the indirect forcing without liquid water
feedback and fnew= 0 is estimated to be �1.8 W m�2. The
20 cm�3 droplet number minimum in ECHAM5-HAM
might play role in that model [Lohmann et al., 2007; Hoose
et al., 2009], but we have found that it makes little difference
in this simple model because preindustrial droplet number
concentrations are uniformly much higher than 20 cm�3.
The global mean low cloud fraction simulated by ECHAM-
HAM is close to that estimated from CALIPSO. Negative
spatial and temporal correlations between cloud and anthro-
pogenic aerosol simulated by ECHAM5-HAM could
contribute to the difference, but when the CAM5 spatial
correlations are applied to ECHAM5-HAM, the AIE is fur-
ther diminished to �1.5 W m�2, which is comparable to that
estimated from full ECHAM5-HAM simulations. However,
this level of agreement is only achieved through neglecting
the cloud water effect and using unrealistic values for fnew
and rprim. Thus, the large magnitude of the AIE estimated
by the simple model is not easily reconciled with the estimate
by full ECHAM5-HAM simulations.

4.4. GISS-MATRIX

[69] The Goddard Institute for Space Studies Multiconfi-
guration Aerosol TRacker of mIXing state (GISS-
MATRIX) aerosol model [Bauer et al., 2008] tracks aerosols
depending on mixing state classes and hence distinguishes

many more aerosol modes than CAM5, MMF, or
ECHAM5-HAM. Anthropogenic emissions needed for the
simple model to produce the simulated preindustrial to pres-
ent-day increase in global mean surface concentrations are 71
Tg/yr for sulfur, 11 Tg/yr for SOA, and 23 Tg/yr for primary.
Figure 16 shows the AIE as a function of fnew for method B
using aerosol parameters from the MATRIX model listed in
Table 5 (modes that contribute little to the aerosol number
or surface area are omitted). Since the MATRIX history

Figure 16. As in Figure 14, but for MATRIX aerosol.

Table 5. Global Annual Mean Surface Values of the
GISS-MATRIX Aerosol

Mode Preindustrial Present Day

Sulfate Aitken
N (# cm�3) 3241 17,110
rn (μm) 0.003 0.002
σ 1.6 1.6
CCN(0.2%) (# cm�3) 0.3 0.5
qsulf (μg m�3) 0.002 0.004

Sulfate accumulation
N (# cm�3) 781 700
rn (μm) 0.017 0.021
σ 1.8 1.8
CCN(0.2%) (# cm�3) 41.5 59.8
qsulf (μg m�3) 0.14 0.21

Organic carbon
N (# cm�3) 810 969
rn (μm) 0.027 0.029
σ 1.8 1.8
CCN(0.2%) (# cm�3) 63.5 119
qsulf (μg m�3) 0.14 0.32
qSOA (μg m�3) 0.46 0.53

BC-sulfate
N (# cm�3) 9.2 44.5
rn (μm) 0.029 0.033
σ 1.8 1.8
CCN(0.2%) (# cm�3) 0.3 3.9
qsulf (μg m�3) 0.001 0.014
qBC (μg m�3) 0.007 0.040

BC-OC-sulfate
N (# cm�3) 50 94
rn (μm) 0.048 0.054
σ 1.8 1.8
CCN(0.2%) (# cm�3) 8.5 36.5
qsulf (μg m�3) 0.037 0.24
qPOM (μg m�3) 0.14 0.26
qBC (μg m�3) 0.02 0.03

Mixed
N (# cm�3) 1.66 1.76
rn (μm) 0.67 0.67
σ 1.8 1.8
CCN(0.2%) (# cm�3) 1.66 1.76
qsulf (μg m�3) 0.033 0.058
qSOA (μg m�3) 0.002 0.002
qBC (μg m�3) 0.000 0.000
qdust (μg m�3) 14.3 14.3
qseasalt (μg m�3) 9.9 9.9

Sea salt accumulation
N (# cm�3) 7.4 7.2
rn (μm) 0.185 0.185
σ 1.8 1.8
CCN(0.2%) (# cm�3) 7.3 7.1
qseasalt (μg m�3) 2.27 2.27

Sea salt coarse
N (# cm�3) 0.005 0.005
rn (μm) 1.96 1.96
σ 2.0 2.0
CCN(0.2%) (# cm�3) 0.005 0.005
qseasalt (μg m�3) 5.6 5.6
Total CCN(0.2%) (# cm�3) 123 229
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lumps primary and SOA, we have assumed all organic
aerosol is secondary except for the BC-OC-sulfate mode,
for which we assume all organic is primary. The AIE from
method B ranges from �2.1 to �2.8 W m�2 for
Representation A of the cloud water effect, which does not
quite span the method A estimate: �2.0 W m�2. There is
little dependence on whether the liquid water feedback is
included. These estimates are comparable to the estimates
for CAM5 and MMF aerosol, but are much larger than the
estimate of the first AIE by the full GISS-MATRIX model
[Bauer and Menon, 2012]:�0.17Wm�2. This simple model
is not capable of producing such a small estimate unless the
cloud fraction is decreased considerably. However, the low
cloud cover simulated by GISS-modelE, the MATRIX host
model, is 36%, close to the CALIPSO value used in the
simple model. Very strong anticorrelation between cloud
cover and anthropogenic aerosol must be invoked to fully
explain the difference.
[70] We therefore find mixed results for the four models

for which we have values for the AIE. The simple model
can match well the somewhat high value from CAM5. The
simple model is twice the AIE in the MMF model. The sim-
ple model predicts a much higher AIE than reported for
either the ECHAM5-HAM or GISS-MATRIX models for
reasons that are not clear. Some mechanism in these models
reduces the AIE below the value that would otherwise be
expected. It is likely that clouds and aerosols simulated by
the full models are negatively correlated, so the neglect of
that correlation in the simple model could explain the differ-
ence in the estimated AIE. Further analysis of the correla-
tions in each of the full models is needed to determine
why the difference is large for some models but small for
others. It is also possible that the application of a minimum
droplet number in the ECHAM5-HAM and GISS-MATRIX
models but not in CAM5 or the MMF could also play an
important role. Quaas et al. [2009] found a significant

correlation between indirect forcing estimates by global
models and the droplet number minimum. Such a minimum
is more likely to be important in the former models because
of their relatively low preindustrial CCN concentrations.
Although applying a minimum droplet number to the simple
model made little difference, it could be more important in
the full models, which represent temporal variability in
droplet number, which is neglected in the simple model.

4.5. UKCA

[71] The AIE estimated using aerosol concentrations from
the UKCA model [Mann et al., 2010] depends strongly on
how much of the organic aerosol is primary or secondary.
The UKCA simulates aerosol with seven modes. Table 6 lists
the global mean surface concentrations of the components of
three of the seven UKCA modes (the nuclei and the three
insoluble modes do not influence the AIE and hence are
neglected; dust is not simulated). It lumps all organic aerosol
together, so the partitioning of secondary and primary or-
ganic concentrations is not known. According to Tables 1,
3, 4, and 5, the fraction of the accumulation mode organic
aerosol that is secondary ranges from 25% for ECHAM5 to
68% for CAM5 and MMF. Figure 17 shows the AIE as a
function of fnew, using the preindustrial aerosol size distribu-
tions from the UKCA model, estimated using method B and
Representations 1 and 2 with and without cloud liquid water
feedback, assuming all organic is either primary or second-
ary. The AIE is less than �2 W m�2 if all organic is second-
ary and a small fraction of the secondary aerosol forms new
particles. Liquid water feedback nearly doubles the AIE for
all conditions; if a small fraction of the secondary aerosol
forms new particles, then assuming all organic aerosol is
primary nearly doubles the AIE again. As might be expected,
the partitioning of organic aerosol makes less of a difference
if most of the secondary material is assumed to produce new
particles. Method A also reveals considerable sensitivity to
liquid water feedback, with the AIE increasing 50% with
feedback, for either organic aerosol assumed to be primary
(�2.5 to �3.7 W m�2) or secondary (�2.2 to �3.3 W m�2).
But the AIE increases by only about 15% when organic
aerosol is assumed to be primary rather secondary. This is to

Table 6. Global Mean Surface Values of the UKCA Aerosol

Mode Preindustrial Present Day

Soluble Aitken
N (# cm�3) 38.3 112
rn (μm) 0.038 0.041
σ 1.59 1.59
CCN(0.1%) (# cm�3) 9.9 38
qsulf (μg m�3) 0.04 0.11
qom (μg m�3) 0.007 0.053
qBC (μg m�3) 0.00 0.008

Accumulation
N (# cm�3) 58.3 92.0
rn (μm) 0.10 0.10
σ 1.59 1.59
CCN(0.1%) (# cm�3) 56 87
qsulf (μg m�3) 0.33 1.03
qom (μg m�3) 0.24 0.28
qBC (μg m�3) 0.01 0.02
qseasalt (μg m�3) 0.91 0.91

Soluble coarse
N (# cm�3) 4.7 4.7
rn (μm) 0.685 0.685
σ 2.0 2.0
CCN(0.1%) (# cm�3) 4.69 4.69
qseasalt (μg m�3) 13.9 13.9
Total CCN(0.1%) (# cm�3) 70 129

Figure 17. Indirect forcing estimated using method B for
UKCA aerosol using Representation 1 of aerosol effects on
cloud liquid water (rc = 12 μm), neglecting effects on cloud
water (rc= 100 μm), and using Representation of aerosol
effects on cloud liquid water, assuming all organic aerosol
is primary (solid lines) or secondary (dashed lines).

GHAN ET AL.: GLOBAL AEROSOL INDIRECT EFFECTS

6702



be expected, because with method A, the partitioning of primary
and SOA does not influence the anthropogenic increase in
number for each mode. In all cases, the AIE estimated by
method A falls within the range of method B estimates
for fnew = 0 to 1.

4.6. GISS-TOMAS

[72] The simple model can be applied to even more com-
plex representations of the aerosol. Figure 18 shows the
global mean present-day and preindustrial aerosol size distri-
bution in the lowest layer of the GISS TwO-Moment Aerosol
Sectional (GISS-TOMAS) model [Pierce et al., 2007; Pierce
and Adams, 2009], which simulates sulfate, sea salt, BC, and
organic carbon but not mineral dust in each of 30 size bins.
Seventy percent of the total anthropogenic mass in the
GISS-TOMAS simulations is sulfate, but the sulfate fraction
varies with size from 5% to 100%. These simulations use the
Napari et al. [2002] ternary nucleation scheme, which is
known to overpredict nucleation rates. Therefore, these sim-
ulations likely have too many nucleation and Aitken-mode
particles for both the PI and PD simulation. However, this
case is used to represent the application of the AIE-prediction
method to a sectional aerosol model. To apply the Abdul-
Razzak scheme to diagnose droplet nucleation for the
GISS-TOMAS sectional representation of the aerosol, we
have expressed the 30 sections of GISS-TOMAS as 30
lognormal modes, with standard deviations given by

σ ¼ exp 0:5ln rþ=r�

� �� �
where r+ and r� are the radii at the upper and lower bound-
aries of the sections. For a sectional model, a single value
for the size of primary particles cannot apply to all sections,
so we assume the primary particle radius to be the central
value of the section. Figure 19 shows the AIE as a function
of fnew, using method B and the aerosol size distributions
from the GISS-TOMAS model. Surprisingly, the AIE
decreases as fnew increases. This occurs because, even though
aerosol number in each bin increases, the particle radius
decreases enough to influence droplet nucleation more than
the increase in aerosol number. Unlike estimates for modal
models, the ranges of the AIE estimated using method B
for all treatments of liquid water feedback shown in

Figure 19 exceed the estimates with method A: �5.4 W m�2,
�3.6 W m�2, and �4.1 W m�2 for Representation 1 with rc=
12 and 100 μm and for Representation 2, respectively, for all
values of fnew. This suggests the method of distributing
secondary anthropogenic aerosol mass in proportion to
preindustrial CCN concentration does not work so well for
the GISS-TOMAS sectional model. Indeed, the AIE esti-
mates with method B are sensitive to the supersaturation used
to determine CCN. Supersaturation values higher than the
0.2% value used in this model yield more positive method
B estimates of AIE, as more of the secondary anthropogenic
mass is distributed to smaller bins that are too small to form
droplets. The estimates are larger than those from other
models because of the fourfold anthropogenic increase in
CCN concentration, from a relatively low value of 79 cm�3

for preindustrial emissions to 276 cm�3 for present-day
emissions. Liquid water feedback influences the AIE more
because of the low preindustrial CCN concentration. The
anthropogenic emissions that are consistent with the
anthropogenic global mean surface mass concentration are
consequently unrealistically large: 168 Tg/yr secondary and
91 Tg/yr primary. The scale height of anthropogenic aerosol
simulated by GISS-TOMAS is 2.6 km, smaller than the 3 km
value in the simple model. This suggests a much longer
anthropogenic aerosol lifetime in the GISS-TOMAS simula-
tions than the assumed 4 day lifetime in the simple model.

Figure 18. Global and annual mean preindustrial (PI) and
present-day (PD) aerosol size distributions simulated by
TOMAS with a ternary homogeneous nucleation scheme
[Pierce and Adams, 2009].

Figure 19. As in Figure 14, but for GISS-TOMAS aerosol.

Figure 20. Indirect forcing estimated with the baseline
emissions, fnew = 0 (squares) and fnew = 1 (diamonds), for
preindustrial aerosol parameters from global means of each
global aerosol model, plotted versus the preindustrial CCN
concentration for those models. All other model parameters
are baseline values.
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Indeed, Pierce et al. [2007] find that the GISS-TOMAS
model produces lifetimes of 6, 5.5, and 8.5 days for sulfate,
OC, and BC, respectively.

4.7. Global Aerosol Model Summary

[73] These comparisons suggest that the distribution
of secondary anthropogenic mass across modes using
preindustrial CCN concentration works well for most models
but not for those that add significant anthropogenic mass to
finer or coarser modes (i.e., the size distribution shifts to
smaller or larger sizes). The intermodel differences in anthro-
pogenic aerosol mass are surprisingly large and contribute to
the large differences in the indirect forcing estimated using
the global mean preindustrial aerosol size distributions from
the different models. As shown in Figure 20, differences in
preindustrial aerosol size distributions produce most of the
diversity in AIE estimates when anthropogenic aerosol is
determined by baseline emissions, with much stronger AIE
when preindustrial CCN concentration is low. These differ-
ences in preindustrial CCN likely depend on uncertain
aspects of the aerosol models such as the treatment of wet
removal. Liquid water feedback plays an important role if
preindustrial aerosol concentrations are low or if the droplet
threshold for autoconversion is smaller than the baseline
value. Emissions of primary anthropogenic aerosol are
important if the primary particle mode radius is less than
0.08 μm and little of the secondary anthropogenic aerosol
forms new particles. Because different models use different
numbers of modes and assume different mode widths, it is
not possible to combine the different natural and anthropo-
genic aerosol results into a single composite model with a
range of parameter values. The indirect forcing values
exceeding 4 W m�2 in cooling are clearly inconsistent with
observationally estimated constraints on total aerosol forcing
[e.g., Murphy et al., 2009].

5. Application to Future Forcing

[74] A primary purpose for a simple representation of the
AIE is application to future emissions scenarios. Figure 21
shows global emissions of SO2, BC, and POM estimated for
1850–2000 by Lamarque et al. [2010] and projected to 2100
for the RCP4.5 emissions scenario by Thomson et al. [2011].
In this scenario, global SO2 emissions decline from 110 Tg
SO2 in 2000 to 20 Tg SO2 in 2100, while emissions of

BC and OC decrease by about 50%. Simple parameteriza-
tions used in IAMs result in estimates 2100 AIE that are 45
– 70% lower in 2100 than 2000, depending on the parameter-
ization used [Thomson et al., 2011; Meinshausen et al.,
2011b]. Such a fractional reduction is much smaller than
the 82% reduction in SO2 emissions, because those parame-
terizations assume a logarithm dependence of the AIE on
aerosol. Here we use the simple model to show a much more
linear response. We find (Figure 22) that, using the baseline
parameter values, Representation 2 of the liquid water feed-
back and subtracting the 1850 primary emissions to deter-
mine the anthropogenic primary emissions, the AIE for the
RCP4.5 emissions in 2100 is 88–95% smaller than that at
2000. This is a much larger fractional reduction in forcing
than the 56% reduction from the previous widely used loga-
rithmic representation [Wigley and Raper, 1992] and exceeds
the fractional reduction in SO2 emissions because the pri-
mary emissions in 2100 in this scenario are projected to be
less than the 1850 emissions, so that the reduction in primary
emission exceeds 100%. This produces a much more linear
response of AIE to emissions, illustrated in Figure 23, than

Figure 21. Global mean annual emissions of SO2, BC, and
OC from historical estimates [Lamarque et al., 2010] and (for
2000 to 2100) from RCP 4.5 [Thomson et al., 2011].

Figure 23. Relationship between AIE and SO2 emissions
for historical and RCP 4.5 emissions of anthropogenic SO2,
BC and OC shown in Figure 21, using the CAM5
preindustrial aerosol size distribution, Representation 2 of
the cloud water effect, and fnew= 1 (diamonds) and fnew = 0
(squares).

Figure 22. Indirect forcing estimated for historical and
RCP 4.5 emissions of anthropogenic SO2, BC, and OC
shown in Figure 21, using the CAM5 preindustrial aerosol
size distribution, Representation 2 of the cloud water effect,
and fnew= 1 (diamonds) and fnew = 0 (squares).
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the logarithmic model produces. For a more aggressive emis-
sions reduction scenario such as GCAM2.6 [Thomson et al.,
2011], which reduces sulfur, BC, and OC emissions in 2095
to 10, 2, and 16 Tg/yr, respectively, the AIE is +0.16 Wm�2,
the positive value clearly demonstrating the importance of
the reduction in the primary emissions to values below those
for year 1850. Clearly, comparisons with indirect aerosol
forcing estimates from full global aerosol models are needed
for these emissions scenarios.

6. Conclusions

[75] To summarize, the parametric uncertainty in the
estimated AIE (Figure 13) is greatest for the preindustrial
accumulation mode number concentration, then the mean
radius of the preindustrial accumulation mode aerosol
(assuming the mass is known), followed by the accumula-
tion mode width, and then the size of the primary parti-
cles. Significant uncertainty also arises due to uncertainty
in the primary carbonaceous and secondary sulfur anthro-
pogenic emissions (the latter is uncertain because of
uncertainty in sulfate production, not uncertainty in SO2

emission), cloud thickness through its influence on the
liquid water feedback, the fraction of the secondary
anthropogenic emissions that accumulates on the coarse
mode, the fraction of the secondary mass that forms new
CCN-size particles, the cloud distribution, and the critical size
for autoconversion of cloud droplets. The forcing is relatively
insensitive to the updraft velocity, the cloud water
replenishment time, and SOA production. The relative impor-
tance of each of these parameters depends on the values of the
other parameters. For example, the fraction of the secondary
mass that forms new particles is less important if primary
particles dominate the CCN concentration, and the
uncertainty due to the liquid water feedback is much
greater when preindustrial CCN concentration is low.
The parametric dependence is similar to that found by
studies using much more complete global aerosol models
[Rotstayn, 2000; Menon et al., 2002; Adams and Seinfeld,
2003; Chen and Penner, 2005; Haerter et al., 2009;
Storelvmo et al., 2009; Pierce and Adams, 2009;
Lohmann and Ferrachat, 2010; Lee et al., 2011, 2013;
Reddington et al., 2011]. Although droplet number
increases sublinearly with aerosol number and cloud al-
bedo increases sublinearly with optical depth, the AIE
is surprisingly linear in SO2 emissions. This finding
should be tested with forcing estimates by full global
aerosol models for different emissions scenarios.
[76] The large contribution of uncertainty in preindustrial

aerosol to uncertainty in the estimated indirect forcing has
been found by others [Storelvmo et al., 2009; K. S. Carslaw
personal communication, 2013]. The implication for this
finding is that it is important to validate aerosol models in rel-
atively pristine regions that might be representative of
preindustrial conditions. All important natural sources of
CCN need to be treated.
[77] The simple model produces a wide range in estimates

of present-day-preindustrial AIE. For baseline anthropogenic
emissions and CAM5 preindustrial aerosol, AIE values as
small as �0.3 Wm�2 are estimated when only a small frac-
tion of secondary aerosol produces new particles (fnew = 0.2),
a significant fraction (20%) of the secondary material

condenses on the coarse mode, primary particles coagulate
to the same size as accumulation mode particles (rprim = 0.07
μm), the accumulation mode size distribution is broader
(σ = 2.0), the preindustrial CCN concentration is high (250
cm�3), and cloud liquid water path does not respond to drop-
let number changes (rc= 100 μm). Values as large as �5
Wm�2 are estimated when all secondary aerosol produces
new particles (fnew = 1), all of the secondary material forms
accumulation mode aerosol, the primary particles do not
coagulate (rprim = 0.04 μm), the size distribution is narrow
(σ = 1.6), the preindustrial CCN concentration is low (100
cm�3), and cloud liquid water path increases with droplet
number (rc = 12 μm).
[78] The forcing estimates based on the assumption that

anthropogenic mass can be distributed in proportion to
CCN concentration work better than distribution in propor-
tion to number or surface area. For most global aerosol
models the distribution assumption produces indirect forcing
in good agreement with estimates using the distribution of
anthropogenic mass and number simulated by global aerosol
models, but for some models it does not.
[79] For three out of four of the full aerosol models for

which we have estimates of the AIE, the baseline parameter
values in the simple model produce much larger estimates
of the AIE than the full models produce, given the
preindustrial and present-day distributions of the aerosol
from the full models. Only a few combinations of plausible
values in parameters of the simple model can produce
estimates as small as those estimated by some of the full
models. Further examination of the reasons for the smaller
AIE in these models would provide insights into the reasons
for the wide variation in model-based AIE estimates and
would help improve simple models such as the one
presented here.
[80] There are other limitations of this simple model. It

assumes cloud fraction is uncorrelated with anthropogenic
aerosol, but since precipitation from clouds is the most
important aerosol removal mechanism, the correlation
should be negative, which should diminish the AIE. The
model can account for the spatial correlation by using
different cloud fractions for different aerosol concentration
bins (which reduces the forcing by about 15% for CAM5),
but it cannot account for the temporal correlation between
clouds and aerosol concentration. In addition, it either
neglects the influence of the aerosol on cloud liquid water,
or it predicts an increase of liquid water with increasing
aerosol. Detailed modeling suggests that under some condi-
tions (dry air above an inversion at cloud top), increasing
aerosol and droplet number can reduce droplet sedimenta-
tion, enhance cloud top entrainment, and decrease cloud
liquid water content [Ackerman et al., 2004; Bretherton
et al., 2007; Guo et al., 2011]. That mechanism is neglected
in this simple model. It also does not explicitly treat the
influence of coagulation on the number concentration of
primary anthropogenic particles, burying the influence in
the difference between the assumed primary particle size
and the emitted size.
[81] Compared to other representations of AIEs in IAMs,

this simple model provides a stronger physical basis that
can be used to quickly explore the parameter space of
emissions-climate interactions. The simple model suggests
that the dependence of the AIE on aerosol and precursor
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emissions may be more linear than the logarithmic represen-
tations used in IAMs. AIE estimates by GCMs for different
emissions scenarios are needed to improve our fundamental
understanding of the AIE and the role of primary emissions
in particular, and to confirm this finding. A wide range of
forcing values is possible, and parameter values can, in
principle, be chosen for consistency with results from
detailed global aerosol-climate simulation models.
[82] Fortran code is available from the lead author for

application to IAMs or for use as a teaching tool.
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